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ABSTRACT

The main goal of a Recommender System is to suggest relevant items to users, although other utility dimensions such as diversity, novelty, confidence, possibility of providing explanations – are often considered. In this work, in order to increase the amount of relevant items presented to the user, we analyse how the system could measure the confidence on its own recommendations, so it has the capability of taking decisions about whether an item should be recommended or not. A direct consequence of this design is that the number of suggested items decreases, impacting in some of the beyond-accuracy dimensions (especially, coverage). We present an evaluation of different decision-aware techniques that can be applied to some families of recommender systems, and explore evaluation metrics that allow to combine more than one evaluation dimension. Empiric results show that large precision improvements are obtained when using these approaches at the expense of user and item coverage.

1 INTRODUCTION

Recommender Systems aim at suggesting as many relevant items to the users as possible, although other goals are being considered recently [?]: increasing the diversity or novelty of the recommendations, suggesting items in such a way that it is possible to explain where the recommendation is coming from, increasing the confidence of the user in the system, etc. In this work, we investigate about confidence but from the perspective of the system: what is the confidence a system has in its own recommendations; more specifically, we focus on different methods to embed awareness into the recommendation algorithms about deciding whether an item should be suggested. In this way, we hypothesise the system would only show the more reliable suggestions, hence, increasing the performance of such recommendations, at the expense of, presumably, reducing the number of potential recommendations.

The concept of confidence in recommendation has been applied to different aspects in the field. On the one hand, confidence is defined on the input data, where some authors have studied which combinations of users or (user, item) pairs let generate better recommendations, namely the profile-level trust and item-level trust approaches from [?], or like in [?], where it is used to interpret the confidence when transforming from implicit data (frequencies) into explicit. On the other hand, we find different mechanisms that help to contextualise the predictions made by the recommendation algorithms. In this way, in [?] a factor is defined (significance weighting) that is combined with the user similarity to devalue those cases where such similarity has been computed with not enough data. In a similar fashion, in [?] a method is proposed to filter out recommendations according to the rating deviation received by the items. Previously, in [?], the authors introduced the concepts of support and confidence in case-based recommenders computed from association rules. In parallel, in [?] it was studied how to introduce confidence measures when presenting the recommendations, that is, in the interface the user is interacting with. In that work, even though the confidence metric was very simple (number of ratings observed by the system for one item) it was enough to increase the satisfaction level of the user.

In this paper, we study how the performance of a recommendation algorithm evolves when it decides not to recommend in some situations. If the decision of avoiding a recommendation is sensible – i.e., not random but related to the information available to the system about the target user or item –, the performance is expected to improve at the expense of other quality dimensions such as coverage, novelty, or diversity. This balance is critical, since it is possible to achieve a very high precision recommending only one item to a unique user, which would not be a very useful recommender. Memory-based algorithms are well known for suffering from this issue: if very few neighbours are considered, the coverage is lower, but the recommendations are of higher quality (as observed in terms of error metrics [?]); whereas larger neighbourhoods may increase the likelihood of receiving a noisy recommendation, but the chances of recommending more items are also higher. Because of this, we explore some techniques to combine precision and coverage metrics, an open problem in the area, as stated by some authors [?].

In summary, the contributions of this paper are twofold: a taxonomy of techniques that can be applied to some families of recommender systems allowing to include mechanisms to decide if a recommendation should be generated, and a first exploration to the combination of precision and coverage evaluation metrics.

2 DECISION-AWARE RECOMMENDER SYSTEMS

Modifying recommendation algorithms so that they can decide whether a recommendation should be produced is not an easy task when formulated in a generic way, because each algorithm has different characteristics and hypothesis about the input data and produced suggestions. As a starting point, in this section we shall focus on one of the main types of recommender systems – Collaborative Filtering algorithms.

Different from other works in the literature, our approaches do not exploit or analyse the input data (unlike the works previously mentioned [?]), but intrinsic aspects of the recommendation algorithms or of the components used during prediction are considered, similar to the weights introduced for similarity computation in [?]. More specifically, we exploit the support of the prediction score for nearest-neighbour algorithms (Section 2.1) and the uncertainty in the prediction score for a probabilistic matrix factorisation algorithm (Section 2.2).

2.1 Based on prediction support

It is well known that, in order to compute scores for (user, item) pairs, some algorithms use more data than others, depending on the actual users and items under consideration. A paradigmatic example of this situation are the nearest-neighbour recommenders.
These algorithms estimate the user preferences based on similar users or items, however, it is required that those neighbours have rated the same item (in the user-based scenario) or that the target user has rated those similar items (in the item-based case).

Indeed, the number of ratings used to predict the user preferences (denoted as support) provides an indication of the confidence level the system has about the produced recommendation, since the system cannot trust in the same way a score produced based only on two neighbours or based on one hundred. This is actually the same idea behind the significance weighting approach proposed by Herlocker and colleagues in [?].

Hence, we propose that a nearest-neighbour recommender could decide that an item is worth a recommendation if at least \( n \) out of the \( k \) neighbours have participated in the preference computation. In other words, a prediction would be ignored if less than \( n \) neighbours have contributed to the prediction score.

### 2.2 Based on prediction uncertainty

As described in the previous section, some algorithms compute the prediction scores based on an aggregation of values, usually an average or a weighted average (such as the aforementioned neighbour-based recommenders). Whenever an average is being calculated, it is also possible to compute a standard deviation of the predicted score. When doing this, the standard deviation can be interpreted as a confidence parameter of the algorithm about the score: the larger the deviation, the more uncertainty on the prediction, and hence, the lower the confidence on it.

Hence, we propose that an algorithm, for which it is possible to compute the standard deviation of a prediction score, could decide that an item is worth a recommendation if the standard deviation of the prediction (uncertainty) does not exceed a specified threshold \( \sigma_r \).

More specifically, we apply this approach to a probabilistic matrix factorisation recommender. Although it is possible to apply this strategy to nearest neighbour recommenders, we found this approach less effective for these algorithms, probably because there is no theoretical formulation for the deviation in those cases.

We describe next how we can compute the standard deviation of a probabilistic matrix factorisation algorithm. For this, we make use of a Bayesian approximation for matrix factorisation proposed in [?]. In this algorithm, the preference scores are computed by approximating a distribution, whose average and deviation should be estimated. Since we need an explicit formulation for the standard deviation, we derived it using mean-field variational inference:

\[
\text{Var}(r_{ui}) = \tau^2 + \text{trace} \left( \left( \phi_u + uu^T \right) \left( \psi_i + ii^T \right) \right) - \tau^2 uu^T i^T \text{I} \tag{1}
\]

where it is assumed the rating follows a normal distribution with mean \( u^T \cdot i \) and deviation \( \tau \). \( \phi_u \) and \( \psi_i \) represent the covariance matrix and vector of means for user \( u \) and item \( i \) denote the same concepts but for item \( i \).

### 3 EVALUATING DECISION-AWARE RECOMMENDER SYSTEMS

As soon as a recommender system has control over which items should not be recommended for a particular user, it is very likely that the user coverage and the item coverage decrease, even though precision and other accuracy-related metrics increase. For instance, a very high precision could be achieved if an algorithm returns only one (relevant) item for one user, at the expense of a very low coverage. Because of this, it becomes very important to study and define metrics that, somehow, combine precision and coverage, especially in situations of confidence-awareness like the one we propose in this paper.

As noted by Herlocker and colleagues in [?], there is no general coverage metric that, at the same time, gives more weight to relevant items when accounting for coverage, and combines coverage and accuracy measures. Moreover, Gunawardana and Shani mentioned the problem of balancing coverage and accuracy metrics in [?], and leave it as an open issue in the area. We aim to address this problem by combining the values of the different metrics to be compared, especially focused on deriving a metric that assess when a recommender does not return an item.

#### 3.1 F-score or Harmonic Mean

The F-score is an evaluation metric very popular in Machine Learning to combine precision and recall measures. It produces the harmonic mean of both metrics, and it ranges between 0 and 1, 0 being the worst value and 1 the optimal value. Based on this idea, we propose to combine precision and coverage through the harmonic mean, whose general formulation is as follows:

\[
F_\beta(P, Q) = \left(1 + \beta^2\right) \cdot \frac{P \cdot Q}{\beta^2 \cdot P + Q} \tag{2}
\]

where \( \beta \) is used to control the importance of each metric in the final result: if \( \beta = 1 \) both metrics \( P \) and \( Q \) have the same importance, whereas if \( \beta < 1 \) \( P \) is more important than \( Q \).

#### 3.2 G-score or Geometric Mean

Instead of using the harmonic mean, we could also use the geometric mean as follows:

\[
G_{\alpha_1, \alpha_2}(P, Q) = (P^{\alpha_1} \cdot Q^{\alpha_2})^{1/(\alpha_1 + \alpha_2)} \tag{3}
\]

where \( \alpha_1, \alpha_2 \) control the importance of each metric. In general, the result obtained for the G-score will always be larger (or equal) to the one obtained for the F-score.

#### 3.3 Correctness

The two metrics defined in the previous sections simply combine the result of some evaluation measures; however, we believe this is not enough for the problem we want to address. Typical ranking-based metrics – such as precision – assume that no returning an item which was previously asked to predict a rating for, is an adverse situation that a recommender may not provide suggestions about. Indeed, the number of ratings used to predict the user preferences decreases in such situations due to a low confidence in the accuracy of such predictions [?].

We propose an evaluation metric that is able to assess when a recommender decides not to recommend a specific item. To do this, we adopt an extension of accuracy proposed in the context of Question Answering by Peñas and Rodrigo in [?]. In that work, the authors assume that there are several questions to be answered by a system, each question has several options, but one (and only one) of those options is correct. If it is possible to give no response for a given question, this action should not be correct, but not incorrect either. Hence, the authors propose a general formulation giving a weight – proportional to the number of correctly answered questions – to the value of unanswered questions.

To apply this evaluation metric to recommendation, we first assume that the set of recommenders we want to compare will propose in this paper.
shared by many evaluation methodologies [? ]. Then, the equivalence between a Question Answering system and a recommender is made – in a user basis – by considering each recommendation algorithm as a different system that will answer (or not) to the questions available, represented as the candidate items to be ranked by a specific methodology. We instantiate four versions of this metric, two of them based on users and two for items:

\[ \text{User Correctness}(u, r, N) = \frac{1}{N} \left( TP(u) + TP(u) \frac{NR(u)}{N} \right) \]  
\[ \text{Recall User Correctness}(u, r, N) = \frac{1}{N} \left( TP(u) + \frac{TP(u)}{|T(u)|} \frac{NR(u)}{N} \right) \]  
\[ \text{Item Correctness}(i, r, N) = \frac{1}{|U|} \left( TP(i) + \frac{TP(i)}{|U|} \frac{NR(i)}{N} \right) \]  
\[ \text{Recall Item Correctness}(i, r, N) = \frac{1}{|U|} \left( TP(i) + \frac{TP(i)}{|U|} \frac{NR(i)}{N} \right) \]

where \( N \) is the amount of items requested to the recommender \( r \), \( TP(u) \) denotes the relevant items recommended to the user, \( FP(u) \) the not relevant items being recommended, which combined gives \(|T(u)| = TP(u) + FP(u)|\); finally, \( NR(u) = N - (TP(u) + FP(u)) \) denotes the number of unanswered recommendations. The analogous quantities could be defined for the item-based version of the metrics.

4 EXPERIMENTS AND RESULTS

4.1 Experimental Settings

In this paper we have used three datasets from two different domains: two versions of the MovieLens (ML)[1] (ML-100K and ML-1M) dataset and Jester2. ML-100K includes 100,000 ratings by 943 users on 1,681 items (movies), ML-1M contains 1,000,209 ratings by 6,040 users on 3,883 movies, and Jester includes 1,710,677 ratings on 150 items (jokes) by 59,132 users. The rating scale on the first two datasets is [1, 5], and on Jester is [-10, 10] (that we moved into [0, 20] to avoid negative ratings).

Some of the algorithms used in the experiments are based on implementations found in RankSys [? ], specifically, the nearest-neighbour algorithms and their modifications. The probabilistic matrix factorisation method was implemented by ourselves.

Finally, regarding the evaluation, two publicly available frameworks were used: RankSys and RiVaL [? ]. On top of the latter framework we implemented the following evaluation metrics: User Space Coverage representing the ratio of users that have received at least one (USC) or \( N (\text{USC@N}) \) items as recommendations, Item Space Coverage representing the ratio of items that were recommended to any user by a system returning at most \( N \) items \((\text{ISC@N}), and the Correctness metrics as defined in Section 3.3:UC@N (User Correctness), RUC@N (Recall User Correctness), IC@N (Item Correctness) and RIC@N (Recall Item Correctness). The RankSys framework was used to obtain novelty and diversity metrics, specifically EPC and AggrDiv [? ].

4.2 Performance of decision-aware strategies

In this section we evaluate the performance of the different decision-aware strategies presented in Section 2 using the evaluation metrics described in Section 3. When we apply the strategy based on prediction support, the change in coverage is not significant, even though the performance increases slightly; hence, there is no balance to solve, and the algorithm with the highest precision is the clear winner – see in Table 1 the results for ML-100K. User coverage remains almost unchanged until \( n \geq 7 \), although precision increases even for smaller values of \( n \) until \( n = 7 \). Considering this information, the three versions of the harmonic mean, \( G \), and \( G_{2,1} \) all agree on the ranking of the systems, where the best algorithms are those with \( n \) equals 5, 6, and 4, in that order. We observe that UC and RUC do not discriminate much more than that, however, when IC and RIC are analysed, the best recommenders are not the same as before (\( n \) = 4, 5) which makes sense because these techniques take the item coverage into account, which decreases more abruptly than the user coverage. Similarly, \( G_{1,2} \) also changes the ranking of systems because it gives a higher weight to coverage than precision.

![Figure 1: Novelty and diversity metrics at cutoff 10 for a decision-aware strategy based on prediction support. Jester is plotted in the secondary (right) axis.](image)

Figure 1 shows the impact that a decision-aware strategy based on prediction support has on novelty and diversity. We observe that, for larger \( n \), both the diversity and novelty of the lists decrease (which means that the recommended items are more and more popular), except for the Jester dataset. The rationale behind these results is that, when the constraint \( n \) becomes more strict, more users are required to have seen (rated) those items, which, in the long term, produces that more popular items are being recommended. This behaviour is consistent for the three analysed datasets.

Now we analyse the decision-aware strategy based on prediction uncertainty. As we show in Table 2, this strategy evidences a strong tradeoff between coverage and precision, since introducing a threshold of 0.82 increases the performance by a factor of 4 but reduces the coverage a 70% with respect to no threshold. This situation is very interesting, because the optimal recommender depends on the evaluation metric: for instance, \( \sigma_r = 0.84 \) obtains the highest value for \( F_1 \) and \( G_{2,1} \) but not in the other metrics, this is because they are too sensitive to the precision value, since that recommender achieves the second best value. This example evidences the differences between the proposed correctness metrics and the other combination metrics: whereas the latter simply combine two values, the former include further assumptions that, in principle, helps to interpret the comparison between recommenders. Following the previous example, \( \sigma_r = 0.84 \) is preferred over \( \sigma_r = 0.86 \) by \( F_1 \), but UC inverts this relation; we can infer that \( \sigma_r = 0.86 \) is better suited for deciding when an item should be recommended, since we are rewarding unanswered recommendations above incorrect recommendations.

Finally, Figure 2 compares novelty and diversity evolution for different thresholds using a decision-aware strategy based on prediction uncertainty. We observe the same result as in the previous

---


strategy (Figure 1): when the constraints are more strict ($\sigma_r$ decreases) both novelty and diversity decrease in the three tested datasets. In this case the rationale is slightly different to what happened before: those items with a lower standard deviation seem to correspond with popular items (like before), however, this constraint really imposes a limit on the number of different items that can be recommended, which ends up producing very low diversity scores.

## 5 CONCLUSIONS AND FUTURE WORK

In this work we have studied how to increase the user confidence on the system by making the system aware of the decisions taken. For this, we have proposed two strategies to decide if an item should be included in a recommendation list of a specific user, based on the consistency and reliability of the data that will be used by the recommender system to estimate the preferences. These strategies (one based on the support of the prediction and another on its uncertainty) have been evaluated in terms of precision, coverage, novelty, and diversity. We have shown that a balance between these evaluation dimensions – especially between precision and coverage – is critical, and different metrics have been studied to draw conclusions from them.

As a first step towards improving the understanding of this trade-off, we have proposed a family of metrics (correctness) based on the assumption that it is better to avoid a recommendation rather than providing a bad recommendation. However, further analysis is needed in the future, especially to find an objective way to discriminate between these systems and decide which of these metrics correlates better with the user satisfaction. We also aim at extending the correctness family of metrics so that other evaluation dimensions could be combined under the same framework: diversity, novelty, or even other accuracy metrics like nDCG. Additionally, the psychological aspect of the recommendations should also be considered, since if a user expects to receive $N$ recommendations, she may decrease her confidence in the system if less than $N$ recommendations are presented. Moreover, we aim at validating these results in an online setting with real users, in particular, how users value incorrect recommendations in comparison with unanswered/missing recommendations.
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